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ABSTRACT 

There is a major contribution that carbon dioxide (CO2) emissions make to the phenomena of global 

warming. This phenomenon has serious consequences, including the occurrence of extreme weather 

events, the rise of sea levels, and the disruption of ecological equilibrium. In order to properly 

moderate and reduce CO2 emissions in a sustainable manner, it is absolutely necessary for us to have a 

comprehensive grasp of the factors that influence them. Since this is the case, the purpose of this 

research is to evaluate various machine learning methods with the intention of predicting and 

projecting CO2 emissions. Furthermore, we want to use exploratory data analysis (EDA) approaches, 

which will serve to facilitate the visualization and interpretation of the data in a manner that is both 

efficient and effective. Through the use of EDA, we are able to identify significant traits, interpret 

data distributions, and identify outliers that may have an effect on the performance of a model. The 

fact that our work can provide policymakers and environmentalists with new and insightful 

perspectives is the primary reason for its significance. It is possible for us to promote the 

establishment of effective policies that control and reduce emissions, optimize the allocation of 

resources, and encourage the transition to renewable energy sources if we are able to reliably 

anticipate CO2 emissions. Furthermore, precise projections might be of assistance in the process of 

formulating different adaptation methods in order to mitigate the effects of climate change. 

Keywords: Pollution controlling, CO2 emissions, predictive analytics, machine learning, exploratory 

data analysis. 

1. Introduction 

Our environment requires a particular quantity of CO2 in order to function properly. Emissions of 

carbon dioxide that are excessive have some effect on the ecosystem. A significant amount of CO2 is 

being released into the atmosphere constantly as a result of industrialization and other human 

activities. When the COVID-19 pandemic began, the world had already been experiencing the largest 

quantity of CO2 emission that had ever been recorded. In the course of the transmission (trans) time of 

COVID-19, the emission of carbon dioxide has decreased to 34.4 million tons (MT), which is a 

decrease from the previous peak of 36.1 MT [1]. There are numerous works that estimate CO2 

emission before the pandemic but there is no suitable work showing how CO2 emissions will behave 

in the trans- and post-COVID-19 era, because most of the recent works either use data from before the 

pandemic, such as [2] (up to 2018), [3] (up to 2018), [4] (up to 2015), or they use data from during 

pandemic but with a local scope, such as [2] for India, [3] for Turkey, [4] for the UK, [5] for China 

and [6] for indoor environments, or they use different approaches for only near future (2 years) 

forecasting [7]. The purpose of this study is to construct an Artificial Intelligence (AI) model that is 
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based on Machine Learning (ML) in order to forecast CO2 emissions in the near and distant future. 

This prediction will take into account the decreased CO2 emissions that have occurred as a result of 

lockdowns for the COVID-19 pandemic. 

 

Figure 1: CO2 emission forecasts by IPCC model [27]. 

1.1. Global CO2 Emission Crisis 

As a result of the greenhouse effect, it is well knowledge that carbon dioxide emissions are a 

significant contributor to this phenomenon [8]. There is a broad consensus, as evidenced by [9, 10], 

that CO2 emission is the primary cause of global warming. This is despite the fact that there is a 

debate on whether or not carbon dioxide is responsible for the phenomenon of global warming [8]. As 

a consequence of this, estimates and projections of the carbon dioxide emissions footprint are 

essential for a number of reasons, including the following: The first step is to conduct an analysis of 

carbon dioxide emissions in order to determine the primary contributors to global warming. This is 

because carbon dioxide emissions are widely regarded as the primary cause of both climate change 

and global warming [11, 12]. A second objective is to get an understanding of the CO2 emission 

footprint in order to formulate a strategy to combat it. Also, in order to pay for any financial or 

environmental losses that have been experienced as a result of CO2 emission. The fourth objective is 

to evaluate the rational impact of carbon dioxide emissions on the loss of gross domestic product [13], 

the casualty of the stock market [14], the upheaval of new or old diseases [15], the disruption of air 

quality [16], and the impact on the construction of a smart city that is greener and cleaner. First and 

foremost, it is crucial to have accurate forecasts of CO2 emissions in order to measure and combat 

climate change that cannot be reversed [12]. 

2. Related work 

Since the beginning of time, there have been a few studies that have attempted to estimate the global 

CO2 emission footprint. These works include the COVID-19 transmission era, such as [7]. Most of the 

existing works either have a partial to local context, such as [17] in China, [18] in China, [19,20] in 

wheat fields, [21] in Iran, and [22] in the Middle East, or the modeling parameters and methodology 

are not appropriate for global CO2 emission prediction, such as [3] for Indian paddy fields and [2] for 

the Turkish transportation sector. These are just a few examples. 
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The following is a chronological presentation of the strengths and limits of the local works that are 

now available. Using machine learning and artificial neural network-based modeling, a forecast of the 

local CO2 emission for the Iranian domain was presented in [21]. There is a presentation of the CO2 

emissions that are caused by the manufacture of cement and fossil fuels in [23]. A local county in 

China known as Changxing served as the basis for the CO2 driver and emission forecasting activity 

that was carried out in [17]. Furthermore, the dataset from the Indian area that spans the years 1995 to 

2018 is utilized in the analysis and forecasting of the CO2 emissions that are shown in reference [24]. 

[22] is a presentation of the CO2 emissions that occur in the Arabian region. The effect of CO2 

emissions having a synergistic effect on the reduction of PM2.5 emissions in the Chinese region is 

provided in paragraph [25]. Regarding the construction of a CO2 emission model for a global 

scenario, reference [26] is missing, despite the fact that it offers a satisfactory overview of CO2 

emission and the problems that are associated with it. The model that was established by the 

Intergovernmental Panel on Climate Change (IPCC) [27] is now the one that provides the most 

accurate predictions of CO2 levels. There are projections of CO2 emissions that are provided, 

including 398 parts per million (ppm) in 2019, 400 ppm in 2020, 402 ppm in 2021, and 405 ppm in 

2022. As a unit for measuring CO2 emissions, ppm is an abbreviation that stands for parts per million. 

For the years that do not involve a pandemic, the results of the forecasting that is performed using the 

IPCC model are satisfactory; however, the model exhibits a declining behavior when it comes to 

projecting the values of emissions during the pandemic spike. As a consequence of this, a model that 

is more inclusive needs to be implemented. 

For the purpose of predicting CO2 emissions, a variety of writers taking a variety of perspectives have 

experimented with a number of different modeling methodologies. Importantly, reference [28] offers 

some insight into the algorithm that uses machine learning to anticipate CO2 emissions. Throughout 

the period of China's economic development [29], the international community has exerted pressure 

on the country to address issues pertaining to CO2 emissions and environmental protection. Through 

the utilization of combined principal component analysis (PCA), a novel hybrid model was 

constructed for China in [19]. This model was based on data spanning from 1978 to 2014. In addition, 

the trends in carbon dioxide emissions from fossil fuels in Zambia from 1964 to 2016 are presented in 

reference [30]. An investigation into a prediction model for carbon dioxide emissions in the Chinese 

context was carried out in [31]. The model was based on multiple linear regression analysis. In 

addition, two models have been constructed for the purpose of creating a simulation of the CO2 

emissions that wheat farms in New Zealand [20] produce. In addition to this, the SVM model was 

suggested as a means of forecasting the expenditure of carbon dioxide (CO2) emission in [32]. [33] 

presents a data mining approach that can be used to determine CO2 emissions from data collected 

from vehicles. For the purpose of predicting the amount of carbon dioxide (CO2) emissions that 

would be spent, the back-propagation artificial neural networks (ANN) model was introduced in [34]. 

A quantitative analysis that was published in [35] was conducted to analyze the impact that CO2 has 

on the fluctuation of temperature in five different regions. According to the findings, carbon dioxide is 

responsible for fifty-two percent of the increase in global temperature that occurred between the years 

1990 and 2010 [35]. As can be seen in Figure 1 [27], a similar conclusion was also true for the 

subsequent decade, which lasted from 2010 to 2019, until the COVID-19 epidemic began to spread 

significantly over the globe.  

3. PROPOSED SYSTEM 
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The research work starts with a discussion of the findings, including insights gained from EDA, the 

effectiveness of data preprocessing techniques, the performance of the existing and proposed KNN 

models, and any recommendations for improving CO2 emission prediction and forecasting using 

machine learning. Additionally, the research work should discuss the limitations of the study and 

potential areas for future research. Figure 2 shows the proposed system model. 

The detailed operation illustrated as follows: 

Step 1. Exploratory Data Analysis (EDA): 

• Data Collection: Gather the dataset containing historical CO2 emission data along with 

relevant features such as population, GDP, energy consumption, etc. 

• Data Inspection: Examine the dataset's structure, including the number of rows and columns, 

data types, and any missing values. 

• Data Visualization: Create various plots and visualizations to gain insights into the data's 

distribution, trends, and relationships. This may include histograms, scatter plots, correlation 

matrices, and bar charts. 

• Outlier Detection: Identify and handle outliers in the dataset, as extreme values can adversely 

affect machine learning models. 

Step 2. Data Preprocessing: 

• Feature Selection: Choose the most relevant features for CO2 emission prediction. This step 

involves selecting a subset of features that have the most impact on the target variable. 

• Handling Missing Data: Address any missing values in the dataset through techniques like 

imputation or removal of rows/columns with missing data. 

• Normalization/Scaling: Scale numerical features to ensure they have similar scales, which can 

improve the performance of some machine learning algorithms. 

• Encoding Categorical Data: If applicable, convert categorical data into numerical format 

using techniques like one-hot encoding. 

• Data Splitting: Divide the dataset into training and testing sets for model development and 

evaluation. 

Step 3. Existing KNN Model: 

• Select Existing KNN Model: Choose a standard K-Nearest Neighbors (KNN) regression 

model as a baseline. 

• Hyperparameter Tuning: Use techniques like grid search or cross-validation to find the best 

hyperparameters (e.g., the number of neighbors) for the KNN model. 

• Model Training: Fit the selected KNN model to the training data. 

Step 4. Proposed KNN Model: 

• Feature Engineering: Create new features or combinations of features that may improve the 

prediction of CO2 emissions. 

• Hyperparameter Tuning: Similar to the existing KNN model, optimize the hyperparameters 

for the proposed KNN model. 
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• Model Training: Train the proposed KNN model using the training data. 

Step 5. Prediction: 

• Predict CO2 Emissions: Use both the existing and proposed KNN models to predict CO2 

emissions for the testing dataset. 

Step 6. Performance Estimation: 

• Mean Absolute Error (MAE): Calculate the MAE to quantify the average absolute difference 

between predicted and actual CO2 emissions. 

• Mean Squared Error (MSE): Compute the MSE to measure the average squared difference 

between predicted and actual emissions. 

• Root Mean Squared Error (RMSE): Calculate the RMSE by taking the square root of MSE, 

providing a measure in the original unit (e.g., Mt). 

• R-squared (R2) Score: Determine the R2 score to evaluate how well the model explains the 

variance in CO2 emissions. 

• Comparison: Compare the performance metrics between the existing and proposed KNN 

models to assess whether the proposed model provides better predictions. 

. 

Figure 2: Block diagram of proposed system. 

The following EDA performed in this work: 

Histogram Plots: Histograms are generated for all numeric features in the dataset to visualize the 

distribution of each variable. This code snippet creates a figure with a size of 15x15, specifies the axis 
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for plotting, and then generates histograms for each numeric feature in the DataFrame 'df.' These 

histograms help you understand the distribution of values within each feature. 

Countplot for Target Variable: A countplot is created to check if the dataset is balanced or not with 

respect to the 'target' variable. The countplot visualizes the distribution of the 'target' variable, which 

is typically used in classification tasks to indicate the class labels. By examining the count of each 

class, you can assess whether the dataset is balanced or skewed towards certain classes. 

Correlation Heatmap: A heatmap is generated to visualize the correlation between different features 

in the dataset. The code calculates the correlation matrix for all features in the DataFrame 'df' and 

selects the features with the highest correlation. It then plots a heatmap to display the pairwise 

correlations between these selected features. The 'annot=True' parameter adds numerical values to the 

heatmap cells, providing insight into the strength and direction of correlations. 

 

Figure 3: Prediction results using KNN. 

4. SIMULATION RESULTS 

Figure 3 presents the results of predictions made using the K-Nearest Neighbors (KNN) model. It may 

show a plot comparing the predicted CO2 emissions against the actual values. Figure 4 Similar to 

Figure 3, this figure displays the results of predictions. However, in this case, the predictions are 

generated using the Random Forest Classifier, a different machine learning model. Figure 5 provides a 

visual summary of the performance metrics (such as Mean Absolute Error, Mean Squared Error, etc.) 

for both the KNN and Random Forest Classifier models. It helps in comparing the effectiveness of the 

two models.  
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Figure 4: Prediction results using Random Forest Classifier. 

 

Figure 5: Performance metrics of KNN & Random Forest classifier 

Figure 11 displays a bar plot comparing the Mean Absolute Error (MAE) of the KNN and Random 

Forest Classifier models. It provides a visual representation of how well each model predicts CO2 

emissions. Figure 12 Similar to Figure 11, this figure compares the Mean Squared Error (MSE) of the 

KNN and Random Forest Classifier models. It offers insights into the accuracy of the models' 

predictions. Figure 13 presents a bar plot comparing the R-squared (R2) scores of the KNN and 

Random Forest Classifier models. R2 score measures how well the model explains the variability in 

the data. This figure helps in understanding the goodness-of-fit of each model. 
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Figure 11: Bar plot of Mean absolute error of KNN & Random Forest Classifier. 

  

Figure 12: Bar plot of Mean Squared error of KNN & Random Forest Classifier. 



Volume 07, Issue 06, Dec 2023 ISSN 2581 – 4575 Page 93 

 
 
 
 
 

 
 

 

Figure 13: Bar plot of R2 Score of KNN & Random Forest Classifier. 

5. CONCLUSION 

In conclusion, the integration of machine learning models and exploratory data analysis (EDA) 

techniques offers a powerful approach for predicting and forecasting CO2 emissions, addressing the 

critical issue of climate change and its environmental consequences. Through this research, we have 

demonstrated the potential of machine learning to analyze large and intricate datasets, revealing 

hidden patterns and relationships that traditional statistical methods might miss. EDA has proven 

invaluable in providing a deeper understanding of the data, enabling the identification of influential 

features and outliers. By combining these two approaches, we can offer accurate and reliable 

predictions of CO2 emissions, empowering policymakers and environmentalists with valuable 

insights to develop effective strategies for emission reduction and sustainability. This work not only 

contributes to the scientific understanding of the factors driving CO2 emissions but also has practical 

implications in optimizing resource allocation, promoting renewable energy sources, and planning 

adaptation measures to mitigate the consequences of global warming. 
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