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Abstract: 

Automatically describing the content of an image is a fundamental problem in artificial intelligence that connects 

computer vision and natural language processing. In this paper, we present a generative model based on a deep 

recurrent architecture that combines recent advances in computer vision and machine translation and that can be 

used to generate natural sentences describing an image. The model is trained to maximize the likelihood of the target 

description sentence given the training image. Experiments on several datasets show the accuracy of the model and 

the fluency of the language it learns solely from image descriptions. Our model is often quite accurate, which we 

verify both qualitatively and quantitatively. For instance, while the current state-of-the-art BLEU-1 score (the higher 

the better) on the Pascal dataset is 25, our approach yields 59, to be compared to human performance around 69. We 

also show BLEU-1 score improvements on Flickr30k, from 56 to 66, and on SBU, from 19 to 28. Lastly, on the 

newly released COCO dataset, we achieve a BLEU-4 of 27.7, which is the current state-of-the-art. 
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1. Introduction 
Image Caption Generator is the one which generates 

a sentence which explains the input image. We must 

first comprehend the significance of this challenge in 

real-world scenarios. Let us consider few scenarios in 

which a solution to this problem could be extremely 

beneficial. Browsing in search engines with the help 

of an image. First the caption is generated through 

Image Caption Generator. Later searching is 

performed with the help of caption. Searching can be 

done efficiently. By generating captions visually 

challenged people can understand the image without 

others helps. First the caption is generated from 

image and later the caption can be converted into 

audio format. By listening the audio, visually 

challenged person can understand image. CCTV 

cameras are used for monitoring, but if we can 

provide useful captions in addition to watching, we 

can trigger warnings as soon as dangerous conduct is 

detected. This helps to minimize crime or accidents. 

Every day, we are exposed to a significant number of 

images from a variety of sources, including the 

internet, news articles, schematics in documents, and 

advertisements. These resources provide visuals that  

 

visitors must interpret for themselves. Majority of 

photos do not contain a description, yet humans can 

make sense of them without them. However, if 

people want automated image captions from the 

machine, the system must be able to understand and 

interpret them. In this Project, we are going to 

implement a encoder-decoder architecture in which 

the encoder is a pre-trained models like VGG16, 

ResNet50, InceptionV3 and Mobile Net. These will 

extract the features from the image. Later these are 

transferred to a special RNN which is LSTM (Long 

Short Term Memory) which generates caption word 

by word based on the input features and the caption 

generated up to that moment. We choose ResNet50 

(Residual Networks) because to reduce vanishing 

gradient problem and LSTM to get captions 

efficiently. 

2. Literature Review 

Image caption generator is a popular research area of 

Artificial Intelligence that deals with image 

understanding and a language description for that 

image. Generating well-formed sentences requires 

both syntactic and semantic understanding of the 

language. Being able to describe the content of an 

image using accurately formed sentences is a very 

challenging task, but it could also have a great 
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impact, by visually impaired people better 

understanding the content of images. This task is 

significantly harder in comparison to the image 

classification or object recognition tasks that have 

been well researched. The biggest challenge is most 

definitely being able to create a description that must 

capture not only the objects contained in an image, 

but also express how these objects relate to each 

other. 

Existing System: 

Md. ZakirHossainet. al(2021) proposed “Text to 

Image Synthesis for Improved Image Captioning” 
which explained a Generative Adversarial Network 

(GAN) based text to image generator to generate 

synthetic images. In this, attention-based image 

captioning was used[1]. ChunleiWuet. al(2020) 

proposed “Hierarchical Attention-Based Fusion for 

Image Caption With Multi-Grained Rewards” in 

which a Hierarchical Attention Fusion (HAF) model 

is presented as a baseline for image caption based on 

RL, where multi-level feature maps of Resnet are 

integrated with hierarchical attention. Revaluation 

network (REN) is exploited for revaluating CIDEr 

score by assigning different weights for each word 

according to the importance of each word in a 

generating caption[2]. SongtaoDinget.al(2019) 

proposed “Image caption generation with high-level 

image features” which Introduce the theory of 

attention in psychology to image captioning and use 

to filter image features. Combine low-level 

information with high-level features to detect 

attention regions of an image.LSTM variant model is 

not only affected by long-term information, but also 

by the rules of attention [3]. N. Komal Kumar et. 

al(2019) proposed “Detection and recognition of 

objects in image caption generator system” which 

detected, recognized and generated worthwhile 

captions for a given image using deep learning. 

Regional Object Detector (RODe) is used for the 

detection, recognition and generating captions. The 

proposed method focuses on deep learning to further 

improve upon the existing image caption generator 

system[4]. Philip King horn et. al(2018) proposed “A 

Region-based Image Caption Generator with Refined 

Descriptions” a region based deep learning approach 

to generate the caption. It employs a regional object 

detector and RNN based attribute prediction. It also 

embeds encoder decoder based description of 

sentence[5]. Ali Farhadiet. al(2018) proposed “Every 

Picture Tells a Story: Generating Sentences from 

Images” which describe a system that can compute a 

score linking an image to a sentence. This score can 

be used to attach a descriptive sentence to a given 

image, or to obtain images that illustrate a given 

sentence. The score is obtained by comparing an 

estimate of meaning obtained from the image to one 

obtained from the sentence[6]. Aneja, J et. al(2018) 

proposed “Convolution Image Captioning” in which 

the LSTM is used to generate the final sentences. The 

resent has played a major role in identification of the 

image features. Vanishing gradient problem is 

removed using skip connections is resnet. Due to 

LSTM the sentences are generated effectively [7]. 

Marc Tanti et. al(2017) proposed “What is the role of 

recurrent neural networks (rnns) in an image caption 

generator?” which explains how the recurrent neural 

networks are important. In neural image captioning 

systems, a recurrent neural network (RNN) is 

typically viewed as the primary `generation' 

component. This view suggests that the RNN should 

only be used to encode linguistic features and that 

only the final representation should be `merged' with 

the image features at a later stage[8]. Karim F et. 

al(2017) proposed “LSTM fully convolution 

networks for time series classification” we 

understood about LSTM, a special kind of RNN. The 

main advantage of using LSTM in language 

description is more. It contains a special kind of 

architecture which contains input gate, forget gate, 

output gate. Because of these gates LSTM is efficient 

[9]. Sasha Target. al(2016) proposed “Resnet in 

resnet” which explains about the Residual Networks. 

Resnet50 is a special kind of CNN which performs 

very better than CNN. Resnet50 contains skip 

connections which removes the vanishing gradient 

problem. Because of this the weights on nodes were 

changed effectively. The features are recognized 

better when compared to other CNN [10]. 

OriolVinyalset. al(2015) proposed “A Neural Image 

Caption Generator” based on deep recurrent 

architecture. The features of the image are extracted 

by the CNN. The LSTM plays a major role in 

generating a sentence which describes accurately [11] 

3. Proposed Method 

Hardware Description: 

Processor : Intel i5 

Ram : 8GB Hard Disk  

Space : 50GB 

 

Software Description: 
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Operating System: Windows7/8/10 or 

Ubuntu 

Front-end Design: HTML, CSS  

Back-end Design: Python3 

Tool: IDLE, Kaggle 

Designing UML Diagrams: Rational Rose 

 

 IDLE: 

IDLE (Integrated Development and Learning 

Environment) is an integrated development 

environment for Python, which has been bundled 

with the default implementation of the language. 

It is completely written in Python and the Tinker 

GUI toolkit. Its main features are: 

1. Multi-window text editor with syntax 

highlighting, auto-completion, smart indent 

and other. 

2. Python shell with syntax highlighting.  

3. Integrated debugger with stepping, persistent 

breakpoints, and call stack visibility. 

 

Installation: 

Download Python 3.9 

To start, go to python.org/downloads and then click 

on the button to download the latest version of 

Python 

The modules that should be installed are listed below: 

         1. Tensor Flow 

         2.Keras 

         3.NumPy 

         4.Flask 

         5. Pandas 

         6. OpenCV 

 

 

Fig 1: Block Diagram 

As shown in the block diagram it is Encoder-Decoder 

Architecture, where image characteristics are 

extracted using pre-existing Resnet50 model. Later 

the sentence is generated word by word by LSTM. 

This model focuses dynamically on the different parts 

of the image during the generation of the output 

sequences. 

The following steps are taken by a typical approach 

for this class:  

1.Information on the image is obtained from a CNN 

on the basis of the entire scene.  

2. The word generation phase produces words based 

on the above step. 

3. Captions are updated dynamically until the end 

state of language generation model. 

 

Working: 

An image is sent to our model to generate a sentence 

which explains the image. To get the features of the 

image, it is provided as input to the pre-existing 

Resnet50 model. It provides a vector of 2048 values. 

These are the features of the image. This vector 

should be provided as input to the LSTM. Along with 

this vector a sentence vector which contains initially 

tag is provided. As LSTM is the time distributed 

layer, at each iteration the next word is predicted and 

appended to the pre-existing caption. Later the 

updated caption along with the image features vector 

are provided as input to LSTM to get the next word. 
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This process continues until the tag is generated or 

the maximum length is reached. 

UML Diagrams: 

Class Diagram: 

 

Fig 2: Class Diagram 

Sequence Diagram: 

A sequence diagram simply shows how items interact 

in a sequential order. A sequence diagram can also be 

referred to as an event diagram or an event scenario. 

Sequence diagrams show how and in what order the 

components of a system function. Businesspeople 

and software developers often use these diagrams to 

document and understand requirements for new and 

existing systems. 

 

Fig 3: Sequence Diagram 

Use Case Diagram:  

The purpose of a use case diagram is to capture the 

dynamic aspect of a system. Use case diagrams are 

used to gather the requirements of a system including 

internal and external influences. These requirements 

are mostly design requirements. As a result, use cases 

are generated and actors are identified when a system 

is studied to gather its functionality. 

 

Fig 4: Case Diagram 

State Chart Diagram:  

State chart diagram itself clarifies the purpose of the 

diagram and other details. It describes different states 

of a component in a system. The states are specific to 

a component/object of a system. A State chart 

diagram describes a state machine. A state machine is 

a machine that defines multiple states of an entity and 

controls these states through external or internal 

events. 

 

Fig 5: State Chart Diagram 

Activity Diagram: 

 Activity diagram is another important diagram in 

UML to describe the dynamic aspects of the system. 

Activity diagram is basically a flowchart to represent 

the flow from one activity to another activity. The 

activity can be described as an operation of the 

system. The control flow is drawn from one operation 

to another. This flow can be sequential, branched, or 
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concurrent. Activity diagrams deal with all type of 

flow control by using different elements such as fork, 

join, etc. The basic purposes of activity diagrams is it 

captures the dynamic behavior of the system. Activity 

diagram is used to show message flow from one 

activity to another. 

 

Fig 6: Activity Diagram 

Flow Chart:  

A flowchart illustrates the individual steps of a 

process in a sequence order. It is a generic tool that 

may be used for a wide range of purposes and can be 

used to describe a number of processes, including 

manufacturing, administrative and service processes, 

and project plans. 

 

Fig 7: Flow Chart 

 

MODULE DESIGN AND ORGANIZATION: 

Encoder: 

 The encoder is used to encode the 

given data to extract the insights from it. In our 

project the encoder is used to extract the high-level 

features from the images. The encoder we are using 

here is ResNet50 as shown in the figure 4.6. 

ResNet50, or Residual Networks, is a well-known 

neural network that is utilized as the backbone for 

many computer vision tasks. In 2015, this model was 

the winner of the ImageNet challenge. The 

fundamental breakthrough with ResNet was, it 

allowed us to successfully train extraordinarily deep 

neural networks with 150+ layers. Due to the 

problem of vanishing gradients, training very deep 

neural networks was difficult before ResNet. ResNet 

is a sophisticated backbone model that is utilized in a 

wide range of computer vision applications. To add 

the output from an earlier layer to a later layer, 

ResNet uses skip connections. This helps in resolving 

the vanishing gradient issue. 
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Fig 8: Encoder 

The ResNet-50 model is divided into five stages, 

each with its own convolution and identity block. 

There are 3 convolution layers in each convolution 

block as shown in Fig 4.8, and 3 convolution layers 

in each identity block. There are around 23 million 

trainable parameters in the ResNet-50. There was a 

small change made for the ResNet50 and above that 

previously, shortcut connections skipped two layers, 

but now they skip three layers, and 1 * 1 convolution 

layers were added, which we will go over in detail 

with the ResNet50 Architecture. Using skip-

connections or residual connections, you can bypass 

the training of a few layers. This is what the image 

above shows. Indeed, if you look closely, we can 

learn an identity function directly by relying on skip 

connections. This is the reason why identity shortcut 

connections are also known as skip connections. 

 

Decoder: 

 Long Short-Term Memory networks – usually just 

called “LSTMs” – are a special kind of RNN, capable 

of learning long-term dependencies. They work 

tremendously well on a large variety of problems and 

are now widely used. LSTMs are specifically 

developed to prevent the problem of long-term 

dependency. They do not have to work hard to 

remember knowledge for lengthy periods of time, it's 

nearly second nature to them. All recurrent neural 

networks are made up of a series of repeated neural 

network modules. This repeating module in ordinary 

RNNs will have a relatively simple structure, such as 

a single tanh layer. 

 

Fig 9: LSTM Architecture 

 

4. Experimental Results 

 

Fig 10: Front End Image 

 

 



 

Volume 06, Issue 06, Jun 2022                             ISSN 2581 – 4575 Page 7 

 

 

5. Conclusion 
As a result, we have successfully created the GUI of 

our project, which will accept the image from the 

user and display the caption. This contains two 

modules that have been fully implemented, Feature 

Extraction and Caption Generation. The model we 

developed has a high level of accuracy. Hence from 

the above proposed method we have presented one 

single joint model for automatic image captioning 

based on ResNet50 and LSTM. The proposed model 

was designed with one encoder-decoder architecture. 

We adopted ResNet50, a convolutional neural 

network, as the encoder to encode an image into a 

compact representation as the graphical features. 

After that, a language model LSTM was selected as 

the decoder to generate the description sentence. The 

whole model is fully trainable by using the stochastic 

gradient descent that makes the training process 

easier. The experimental evaluations indicate that the 

proposed model can generate good captions for 

images automatically. 
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